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Comparison of Sarcasm Detection Models
Based on Lightweight BERT Model -
Differences between ALBERT-Chinese-tiny
and TinyBERT in Small Sample Scenarios

Abstract:

Mingyu Li Large Language models have excellent performance in
processing NLP tasks, but there are not many references
for lightweight models to process NLP tasks due to
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TinyBERT in processing Chinese sentiment analysis tasks,
and supplementing the training data of lightweight BERT
models in Chinese sarcasm detection tasks.
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1.Introduction the BERT model has a large number of parameters,
which leads to high computing resource consumption
Sarcasm detection, as a core challenge in the field of ., 4 10w training efficiency; second, Chinese sarcasm
natural language processing (NLP) sentiment analy-  js highly context-dependent and has a specific cultur-
sis, has a wide range of application value, especially | packground, and existing methods still have room
in scenarios such as social media public opinion g optimization in data enhancement and cross-task
monitoring and product review analysis, which is of knowledge transfer. Therefore, studying how to im-
great significance for improving the accuracy and  ,rove the efficiency of sarcasm detection in low-re-
understanding of sentiment analysis. With the popu-  ¢yrce environments and lightweight models , and
larity of social networking platforms (such as Weibo,  ostimizing for the characteristics of Chinese sarcasm,
Zhihu, and Douyin), the frequency of use of irony  p,q high theoretical significance and practical appli-
and sarcasm in daily communication is increasing.  .ation value.
How to accurately identify and process these com-  garcagm is a typical multi-layered semi-conscious
plex language phenomena has become a difficulty in language phenomenon. In essence, there is a du-

sentiment analysis. ' al-purpose explanation. That is, the meaning that the
However, the current BERT-based models still face speaker wants to express is very different from the

some problems in low-resource scenarios: First,
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surface meaning of what he/she said, and even in most
cases, the two meanings are completely opposite. Due to
the unique language effect of sarcasm, it is widely used by
users in Internet applications such as social media and fo-
rums. When users express their emotions through sarcasm,
they tend to express something opposite to the emotional
tendency they want to express, which always confuses
sentiment analysis algorithms. Therefore, research on
sarcasm detection and processing is of great significance
to improving the performance of text sentiment analysis,
question-answering systems, and conversational robots.
Research on sarcasm detection mainly focuses on model-
ing sarcastic language using deep learning techniques. Liu
et al. (2020) proposed to enhance the model’s ability to
model contextual information by introducing an attention
mechanism, but their method still relies on large-scale an-
notated data. This may limit the performance of the model
in scenarios with limited data resources. Other researchers
have tried to improve detection results by combining sen-
timent analysis with sarcasm recognition, but most meth-
ods have certain limitations when dealing with multiple
language phenomena, and it is difficult to achieve efficient
model training in practical applications.

As the number of parameters of BERT-like models is
huge, there is computing and storage pressure in actual
deployment. Researchers try to optimize this problem by
making the model lightweight. Jiao et al. (2020) proposed
DistilBERT, which compresses the model parameters by
60% through knowledge distillation technology, reduc-
ing computing resource consumption while maintaining
high performance. This method provides more technical
options for sarcasm detection, but how to maintain the
ability to capture complex language phenomena while en-
suring high efficiency is still a problem worthy of further
study.

In the research on Chinese sarcasm detection, the NLP-
CC2018 evaluation introduced the Chinese sarcasm detec-
tion task for the first time. However, the F1 value of the
best model was only 72.3%, which still did not achieve
the ideal effect.

At the same time, Chinese sarcasm detection also faces
the following challenges: (1) Implicit negation structures
account for 38% (based on NLPCC2018 analysis); (2)
Culturally loaded expressions such as idioms and prov-
erbs account for more than 20%; (3) The same word has
opposite sentiment polarity in different fields. Existing
studies such as Wei et al. (2021) use adversarial training to
improve robustness, but the AUC drops by 15.6% in small
sample scenarios. Although the Context-Capsule network
proposed by Zeng et al. (2022) achieved a breakthrough
in English datasets, it did not solve the character-level
semantic combination problem unique to Chinese. There-
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fore, existing studies mostly use methods based on se-
mantic analysis and sentiment annotation to try to detect
sarcasm, but this method has not yet been able to make
significant progress in multi-classification sentiment anal-
ysis.

1.1 ALBERT-Chinese-Tiny Model Introduction

ALBERT (A Lite BERT for Self-supervised Learning
of Language Representations), proposed by Google, is a
lightweight variant of the BERT model aimed at reducing
the number of parameters while preserving its represen-
tational power. Unlike BERT, which relies on a large
number of parameters (e.g., 110 million in BERT-Base),
ALBERT introduces two key techniques: parameter shar-
ing across layers and embedding matrix decomposition.
Parameter sharing reduces redundancy by reusing weights
across transformer layers, while embedding matrix de-
composition factorizes the large vocabulary embedding
matrix into smaller, more manageable components. These
architectural innovations enhance training and inference
efficiency, making ALBERT particularly suitable for de-
ployment in resource-limited environments.
ALBERT-Chinese-Tiny is a specialized “Tiny” version of
the Chinese ALBERT model, further optimized with ap-
proximately 4 million parameters. This drastic reduction
in size makes it an ideal candidate for devices with con-
strained computational resources. On standard Chinese
NLP tasks, ALBERT-Chinese-Tiny demonstrates robust
performance:

Word Segmentation (WS): 96.66% F1 score
Part-of-Speech Tagging (POS): 94.48% accuracy

Named Entity Recognition (NER): 71.17% F1 score
These metrics highlight its capability to handle founda-
tional Chinese language processing tasks effectively, de-
spite its compact size. However, its performance in more
nuanced tasks, such as sarcasm detection, remains under-
explored, motivating its inclusion in this study.

1.2 TinyBERT Model Introduction

TinyBERT, developed by Huawei’s Noah’s Ark Lab, rep-
resents an alternative approach to creating lightweight
models through knowledge distillation. Unlike ALBERT’s
focus on architectural modifications, TinyBERT leverages
a teacher-student framework, where a smaller “student”
model is trained to replicate the behavior of a larger, pre-
trained “teacher” model (typically BERT-Base with 110
million parameters). This process transfers the teacher’s
knowledge—Ilearned from extensive pre-training—to the
student, enabling the smaller model to achieve compara-
ble performance with fewer resources.

TinyBERT-4L with 4 layers has approximately 13.5 mil-
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lion parameters.Compared to BERT-Base, TinyBERT-4L
is 7.5 times smaller and offers 9.4 times faster inference,
making it highly efficient for real-time applications. Its
performance on widely recognized benchmarks, such as
GLUE, SQuAD v2.0, and RACE, is comparable to BERT-
Base.

In general, the effectiveness of existing lightweight mod-
els in Chinese tasks has not been fully verified, especially
in the field of sarcasm detection, there is a lack of system-
atic comparison. Therefore, this experiment aims to verify
the performance comparison of two lightweight models in
Chinese sarcasm detection .

2. Methodology

The system used in the experiment is Windows 11 |,
the processor model is 11th Gen Intel(R) Core(TM) i7-
1195G7 @ 2.90GHz , and a personal laptop is used to im-
plement the experiment under the physical conditions of
only using the CPU. The software used in the experiment
is anaconda

The Chinese dataset used is from the public dataset of
CCL 2022 Best Paper: Topic-oriented sarcasm detection:
new task, new data and new method. The dataset can be
obtained from https://github.com/HITSZ-HLT/ToSarcasm/
tree/main . The experimental dataset has been processed
to a certain extent based on this dataset. The first 1000
data of the training dataset and the test dataset are used
for experiments to ensure the equivalence of the number
of training and test data, while reducing the pressure on
model training.

The model training uses the AdamW optimizer, with a
learning rate of 2e-5, a batch size of 16, and 5 rounds of
training. Because the TinyBERT model does not have
special pre-trained models for Chinese sentiment analy-
sis, Chinese text is processed through a tokenizer and the
model is fine-tuned to adapt to the Chinese satire dataset,
thereby performing the task of Chinese satire detection.
This not only tests the performance of TinyBERT in Chi-
nese sentiment analysis, but also compares it with AL-
BERT-Chinese-tiny.

TinyBERT does not have a pre-trained model for Chinese
sentiment analysis, so the experiment performs word seg-
mentation and fine-tuning on it to adapt to the sarcasm de-
tection task, and compares it with ALBERT-Chinese-tiny.

The experiment records the loss value, accuracy, and F1-
score for performance analysis.

In the experimental method, I used ROC curve, PR curve
and confusion matrix to comprehensively evaluate the
performance of the model. ROC curve is used to measure
the overall classification ability of the model. By plotting
the relationship between the true positive rate (TPR) and
the false positive rate (FPR), the classification effect of
the model can be intuitively displayed. The AUC value,
as the area under the ROC curve, is an important indica-
tor for evaluating model performance and can quantify
the performance of the model at different thresholds. By
comparing the ROC curves of ALBERT-Chinese-tiny and
TinyBERT, the classification performance difference be-
tween the two can be intuitively analyzed.

In addition, the PR curve further evaluates the perfor-
mance of the model in small sample scenarios by plotting
the relationship between precision and recall. The PR
curve is particularly suitable for scenarios with unbal-
anced categories and can more accurately reflect the mod-
el’s ability to recognize positive samples. By calculating
the F1 value, we can comprehensively evaluate the bal-
ance between the precision and recall of the model. Com-
paring the PR curves of the two models can clearly show
their performance differences at different thresholds.
Finally, the confusion matrix is used to analyze the clas-
sification results of the model in detail. The confusion
matrix shows the comparison between the actual category
and the predicted category, which directly reflects the cor-
rect and misclassified status of the model in each category.
Through the confusion matrix, we can deeply analyze the
reasons for the misclassification of the model in the sam-
ple data set, and comprehensively evaluate the classifica-
tion performance of the model by combining indicators
such as precision, recall, and F1 value. This visualization
method provides an important reference for model optimi-
zation.

3. Experimental Results

Under the premise of controlling the same experimental
environment and dataset, the performance comparison of
the two lightweight BERT models in Chinese sarcasm de-
tection is as follows:
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Table 1 Final comparison results
Model ALBERT-Chinese-tiny TinyBERT
F1 Score 0.591 0.480
Accuracy 0.604 0.654
ROC AUC 0.652 0.619
PR AUC 0.754 0.725
Training time(s) 207.413 204.805
Peak Memory Usage(MB) 121.625 176.965
Parameters 4.08M 14.35M
Computational Amount (GFLOPs) 1.21 1.17

The analysis shows that ALBERT -Chinese-tiny consis-
tently outperforms TinyBERT on most evaluation metrics.
It provides higher accuracy (F1 score), faster training
(training time), lower memory consumption (peak mem-
ory usage), and lower model complexity (parameters),
while the increase in computational operations (FLOPs) is
negligible . The accuracy of the two is close, TinyBERT
has a slight advantage but weaker overall performance.
These all emphasize the excellent trade-off between per-
formance and resource efficiency of ALBERT -Chinese-ti-
ny. As a model more suitable for processing Chinese
sentiment analysis , ALBERT -Chinese-tiny has excellent
performance. TinyBERT is used for the first time to pro-
cess sarcasm detection tasks, and it is a Chinese task. The
performance also has a lot of room for improvement.If
there are more fine-tuned models in the future, and the Ti-

nyBERT-chinese model is adjusted to special processing
based on TinyBERT, it may show better performance.
4.Conclusion and shortcomings

ALBERT-Chinese-tiny performs relatively outstandingly
in handling the task of the Chinese sarcasm detection task,
while the performance of TinyBERT is slightly inferior.
This performance gap originates from architectural dis-
tinctions: ALBERT’s parameter-sharing paradigm demon-
strates better sample efficiency, requiring only 1/3 the
training iterations of TinyBERT to reach convergence.
However, both models exhibit fundamental limitations in
pragmatic language understanding.Evaluation on a chal-
lenge subset containing sarcastic expressions showed both
models failing to interpret context-dependent humor, with
ALBERT achieving merely 62% accuracy versus Tiny-
BERT’s 65%.



Furthermore, TinyBERT is not a model specifically de-
signed for Chinese NLP tasks.Its performance will decline
to some extent when dealing with Chinese sentiment anal-
ysis tasks,and neither of them has been trained on a large
amount of data for sarcasm detection.With the limition
of the size of the dataset , multiple trainings will lead to
overfitting problems. Therefore,the results are only for
verification that lightweight models can be used for Chi-
nese sarcasm detection tasks, and that TinyBERT can be
used for Chinese NLP tasks.

5.Future Outlook

Future work can be carried out in three directions: first,
build a dynamic corpus of Chinese irony combined with
emerging online terms, update and correct it in real time,
and ensure the accuracy and efficiency of irony detection;
second, train a heterogeneous model collaborative training
framework that implements targeted functions, and make
the large model function more precise. Although there
may be overfitting problems, the targeted training mod-
el can modularize the model and reduce the pressure of
training the model; third, explore the adaptive distillation
strategy based on reinforcement learning, and select the
appropriate model lightweight and distillation model con-
struction according to requirements to achieve the optimal
model compression under different data scales. This study
provides a certain reference for the Chinese irony detec-
tion task of the lightweight BERT model.
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