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Abstract:

The goal of this paper is to establish a hybrid Long Short-
Term Memory (LSTM)-Transformer model to achieve
stock price prediction. By comparing the baseline LSTM
model to the hybrid model, it is evident that the hybrid
model outperforms the baseline in stock price prediction.
It is vital for achieving optimal capital allocation, effective
risk management, and successful execution. This model
is based on next-day log return regression with return to
price reconstruction, trained on daily OHLCV (data of
stock about OPEN, HIGH, LOW, CLOSE, and VOLUME)
features from 2021 to 2023 and evaluated in the first
quarter of 2024 (Q1 2024). During the testing period, the
mean absolute error (MAE) drops from 10.43 to 1.58, the
root mean square error (RMSE) from 12.34 to 2.33, and
the Price R rises from 0.25 to 0.97. Directional Accuracy
improves from 60.66% to 65.57%, and on strong move
days, it improves from 59.57% to 65.96%. The above
results demonstrate that the hybrid LSTM-Transformer
model outperforms the LSTM baseline model in terms
of stock price prediction. Residual diagnostics reveal a
mean close to zero and heavy tails with occasional spikes,
which is consistent with event-driven jumps that cannot
be anticipated using end-of-day data alone. These results
support the use of the hybrid model for daily equity
prediction and point out directions for future improvement,
such as adding the process of volatility normalization,
considering explicit event or gap features, and adopting tail
robust or quantile objectives.

Keywords: Long short-term memory (LSTM); Trans-
former model; Adjusted Close Price.

1. Introduction

As a core component of the financial sector, the stock
market has always attracted widespread attention

[1]. In recent years, rapid advances in artificial intel-
ligence and deep learning have expanded financial
forecasting, especially stock prediction. Deep mod-
els, from Convolutional Neural Networks (CNNs)
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to Recurrent Neural Networks (RNNs), capture market
nonlinearities and achieve strong index prediction, under-
scoring the role of Al and offering exceptional innova-
tions in the world of commerce in trade [2,3]. Within this
context, this study focuses on NVIDIA, which is a large,
liquid, Al-linked mega-cap that is widely followed and
exhibits event-driven volatility. To evaluate generalization
and avoid overfitting or temporal leakage, this model was
trained on 2021-2023. The training span covers distinct
regimes, including post-pandemic recovery, tightening-led
drawdowns, and the 2023 Al rally, enabling the model to
learn across heterogeneous conditions. The 2024 Q1 out-
of-sample period then assesses the model’s robustness
to regime shifts and validates its performance in a recent
market environment, using identical preprocessing and
evaluation methods.

Recently, a great deal of interesting work has been done
in applying machine learning to analyze price patterns
and predict stock and index changes. For instance, one
study applied and compared an Autoregressive Integrated
Moving Average Model (ARIMA model) to obtain an ac-
curate stock forecasting model, highlighting the potential
of ARIMA. Another study used CNN models to identify
and predict stock price trends and offered valuable guid-
ance for forecasting. Further research implemented single
and multilayer LSTM architectures and evaluated them
with various metrics to determine the optimal design.
Subsequent work showed that a neural network combin-
ing convolutional units and long short-term memory out-
performed statistical methods and traditional CNNs and
LSTMs in prediction tasks. More recent work developed
a Graph Convolutional Networks (GCN)-based stock
prediction model to address limitations in inter-stock re-
lationship modeling and examined how correlations in
trading data affect predictions [4-8].

Synthesizing prior work, Classical statistical models such
as auto ARIMA emphasize parsimony and interpretability,
yet struggle with nonlinearity and regime shifts. CNN-
based learners identify local price shapes and micro
patterns, but have limited access to long-range temporal
dependencies. Pure recurrent approaches with single and
multilayer LSTM capture sequential memory and nonlin-
ear dynamics, though they may lag at turning points and
under volatile conditions. Hybrid CNN-LSTM frame-
works combine spatial pattern extraction with temporal
memory and often outperform single-family baselines,
while their receptive fields remain fixed and may miss
distant interactions. Graph-based GCN models encode
cross-asset relations and market structure, but rely on
stable graph construction and can propagate noise if cor-
relations are transient [4-8]. This study proposes a hybrid
LSTM-Transformer model to complement these methods

by combining local order modelling with attention-based
long-range aggregation within a unified, leakage-free pro-
tocol. Thereby addressing the main gaps identified across
categories and achieving more accurate predictions.

This study develops a combined model for stock price pre-
diction. The model combines the sequence learning power
of LSTM networks with the global attention mechanism
of the Transformer model. This approach demonstrates
higher predictive Accuracy in comparison to single model
methodology while investigating the interpretability as-
pect of this hybrid framework and its capability to capture
complex market dynamics. As they can capture long-term
dependencies and preserve the temporal structure of the
sequential data, LSTM networks are extensively applied
to time-series modelling. However, the single LSTM mod-
el has difficulty learning global dependencies efficiently,
especially for such large and heterogeneous datasets. On
the contrary, the Transformer model is good at capturing
long-range dependencies with its self-attention mecha-
nism. Therefore, the hybrid LSTM-Transformer model
combines the advantages of both methods and provides a
more comprehensive modeling framework for stock price
prediction.

Simultaneously, this research employs deep learning to
propose some new insights into financial forecasting. It
shows that the hybrid neural architectures can capture
long-term dependencies and complex nonlinear relation-
ships in stock market data. By combining LSTM and
Transformer models, this work demonstrates that using
sequential memory in combination with the concept of
attention could obtain an enhanced accuracy in predicting
future observations. As a result, it has theoretical contri-
butions for financial data modeling. Not only does it have
practical implications for investors, analysts, and regula-
tors, but it can also provide a tool for decision makers in
a volatile and uncertain economic environment. Future
research may also focus on cross-market applicability, ex-
plainability methods for hybrid deep learning models, and
real-time financial applications. This would further extend
the scope and influence of hybrid deep learning in finan-
cial technology.

2. Methodology

2.1 Data Sources and Description

The data for this study were obtained from Kaggle, a
prominent online platform for data science resources.
NVIDIA s historical stock prices and related data were se-
lected as the Dataset used in this article. Stock price data
from January 1, 2021, to December 31, 2023, was chosen
as the training set for modeling and used to predict and



verify stock price trends for the first quarter of 2024 [9].

2.2 Indicator Selection and Rationale

This study used daily NVIDIA OHLCYV data after 2021-
01-01, with specific indicators detailed in Table 1, yield-
ing 870 trading records and seven raw fields with zero
missing values and no duplicate dates. After constructing
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technical factors and aligning the next-day log-return tar-
get, early warm-up rows required by rolling windows are
removed, resulting in 850 effective observations, which
implies a 2.30% reduction. The indicator set is designed
to balance stationarity, trend, volatility, and microstructure
signals. The core target is the next-day log return to im-
prove stationarity.

Table 1. Description of Indicator Symbols

Name of the Indicator

Symbols of the Indicator

Explanation of indicators

Adj Close P Adjusted Closing Price on day t
Open O, Opening Price on day t

High H, High Price on day t

Low L Low Price on day t

Volume v, Trading Volume on day t

Moving Average MA, n-day simple moving average
Exponential Moving Average EMA, n-day exponential moving average
Rolling Standard Deviation O, n-day rolling standard deviation at t
Positive Constant € a small positive constant (e.g., 107%)

2.3 Method Introduction

This study formulates one-step forecasting as a regres-
sion on the next-day log return. The baseline model is
an LSTM that captures local sequential dependence and
short-horizon momentum. To improve the performance of
the basic model, an LSTM-Transformer hybrid model was
established.

The LSTM-Transformer hybrid improves upon the LSTM
representation by incorporating multi-head self-attention,
which enables the adaptive integration of long-range lags
and cross-temporal interactions. This enhances the mod-
el’s ability to detect trend continuation.

2.3.1 Long Short-Term Memory (LSTM)

An LSTM model maintains two states: a long-term mem-
ory and a short-term hidden state. The core structure of
LSTM includes three main gates: the forget gate, the
output gate, and the input gate. This gated design pre-
vents vanishing gradients and enables the network to
learn patterns over multiple horizons. For financial data,
LSTMs capture local sequential dependence, short-term
momentum, mean reversion, and mild seasonality, while
filtering out noise. They are easy to train and provide a
robust foundation for predicting one-step-ahead next-day
returns. Through these mechanisms, LSTM can not only
remember important information but also forget irrelevant

details when necessary, thereby improving the model‘s
performance in complex tasks.

2.3.2 Transformer Model

Compared to LSTM, Transformer allows all time features
to be learned in parallel, reducing performance degrada-
tion caused by long-term dependencies and accommo-
dating feature memory for the entire sequence [10]. It
computes pairwise interactions across time steps to model
long-range dependencies. With queries, keys, and values
(Q, K, V), scaled dot-product attention is shown in equa-
tion (1). The Transformer model could use the self-atten-
tion mechanism to effectively capture long-range depen-
dencies in sequences. Compared with purely recurrent
propagation, attention adaptively aggregates cross-tempo-
ral information and better exploits distant yet informative
signals commonly present in financial time series.

K
Atteneion(Q, K, V) = soﬁmax{ 0

T
V. (1)
Jd,
2.3.3 Model assumptions

(1) This study does not consider macroeconomic factors,
news, and intraday data.

(2) The ultimate prediction goal of this study is the Ad-
justed Close Price.

(3) Assuming that the Adjusted Close Price properly ac-
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counts for splits or dividends;
(4) Assuming that most predictive information resides in
the past 60 trading days of Price and volume.

3. Result

3.1 Data Preprocessing

This study utilizes NVIDIA ‘s daily stock price data from
January 2021 to March 2024. The hybrid model‘s direct
prediction target is the next day‘s log return of the ad-

justed closing price. This design focuses the model on
learning the relatively stationary and more model-friendly
return series. For the final evaluation, the predicted returns

h

are inverse-transformed into concrete price values P,
by using equation (2). This allows for a comprehensive
assessment of the model’s predictive performance on a

more intuitive and practically significant price scale.
P=P_ €.

=10 2
Feature engineering in this study constructs a set of indi-
cators from open-source data to capture market dynamics,

as shown in Table 2.

Table 2. Indicator Formula and Description

Symbols of Indicators Equation of the Indicator Explanation of indicators
7, r,=InP, —InP_, Daily log return
HI, HL, = 2oL High--Low range
P +e
P-0O
OCGap, OCGap, =——= Open--Close gap
O, +e¢
ALV, AV, =In(V,+1)=In(V,_, +1) Volume change
AG,, AG,,, = EMA,, (max (P, - Pt_l,O)) intermediate indicator
AL, AL, , = EMA, (max(FLl - E,O)) intermediate indicator
100 .
RSI,,, RSI,, =100— — i 14 Days Relative Strength Index
+ 14,¢
(AL, +e)
Movi /diver-
MACD, MACD, = EMAy, (P)~ EMy (P) oving average convergence/diver
gence
Signal, Signal, = EMA,(MACD,) MACD signal line
Hist, Hist, = MACD, — Signal, MACD histogram
TR, TR, =max{H,-L,|H,—P_|,|L, - PH| } intermediate indicator
MA,,(TR,)
nATR,, nATR,, = ————= Average True Range
’ ’ P +e
BW,y,, BW,y,, = S T Bollinger Bands
: T MdAy(P)+e

After missing values have been handled, a Standard
Scaler is fitted exclusively to the pre-2024 training set to
standardize the features and the target. Finally, sequential
samples for model input are generated using sliding win-
dows (lookback = 60).

3.2 LSTM-Transformer hybrid model

The architecture of the model was implemented using

TensorFlow and Keras.
3.2.1 Model Design

This study formed each sample as a 60x14 window,
which contained sixty trading days and fourteen features.
First, a Dense layer projects features to 64 dimensions
and adds a positional code so that the model knows the
order. An initial LSTM extracts short-term patterns; the



sequence then goes through a Transformer encoder (multi-
head self-attention with residuals, normalization, and a
feed-forward block) to gather longer-range signals. A
second LSTM then compresses the sequence into a single
context vector. This passes through a Dropout layer and a
32-unit dense layer before being converted into the final
output: the standardized next-day log return. Then convert
this back to Price using equation (2). Training uses Huber
loss for robustness, Adam optimization, and automatic
learning-rate reduction on plateaus, as well as early stop-
ping. Scalers are fitted on training data only; the last 10%
of training windows form the validation set, and the test
period is Q1 2024. This allows for a fair error comparison
with the baseline LSTM.

3.2.2 Evaluation metrics

This study evaluated these two models in both the price
domain and the return domain. Price metrics include
MAE, RMSE, and R”. And this study reported two direc-
tional measures for returns. These were Directional Accu-
racy and Directional Accuracy on strong moves. A lower
value is better for MSE, RMSE, and MAE, while a higher
value is better for R, directional Accuracy, and the 1% tol-
erance rate. By comparing and analysing the above errors,
the differences can be identified between the mixed and
baseline models. Based on this analysis, a higher-perform-
ing model for the stock price prediction could be selected.
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3.3 Result

3.3.1 Baseline vs Hybrid

According to the content of Table 3 and Fig. 1, the
LSTM-Transformer hybrid clearly outperforms the base-
line LSTM on the 2024 Q1 test set. To be more specific
about the part of the price domain, the hybrid model at-
tains RMSE =~ 2.33, MAE =~ 1.58, whereas the baseline
LSTM model yields RMSE = 12.34, MAE =~ 10.43. And
the Price R> improves from 0.25 (baseline) to 0.97 (hy-
brid), indicating that the hybrid explains nearly all price
variation.

Then, with regard to the aspect of return domain, it shows
that the directional Accuracy of the hybrid model im-
proved by approximately 4.9% compared to the baseline

model. And on strong-move days with 7, =0.5% also im-

proved by approximately 6.4% compared to the baseline
model.

All in all, the overlaid plot in Fig. 1 shows the stock price
trends predicted by these two models. It provides a more
intuitive illustration of these two models’ performance.
And the overlaid plot shows that the baseline underesti-
mates levels and lags turning points, whereas the hybrid
closely tracks the sharp rally in February—March 2024.

Table 3. Value of Evaluation Metrics

Evaluation metrics LSTM LSTM+Transformer
MAE 10.43 1.58

RMSE 12.34 2.33

R? 0.25 0.97

Directional Accuracy 60.66% 65.57%

Directional Accuracy (|r;| > 0.5%) 59.57% 65.96%
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NVIDIA 2024 Q1 — Actual vs LSTM vs LSTM-Transformer (lookback=60)

—— Actual (Adj Close)
——- LSTM

& —-= LSTM-Transformer (hybrid)

80 -

Price

70 -

60+

50

LSTM RMSE=12.34, MAE=10.43
Hybrid RMSE=2 33, MAE=1.58

T T T
2024-01-01 2024-01-15 2024-02-01

3.3.2 Diagnostic Analysis of the Hybrid Model

For the hybrid model, Fig. 2 has a mean value approxi-
mately equal to 0.35, and the Standard Deviation approx-
imately equal to 2.3. It shows a low average relative price
level and implies negligible bias relative to the price level.
For Fig. 3, the QQ-Plot of Price Residuals, it shows that
most points fit on the red line (y=x). However, the QQ-
plot curves upwards at the extremes, indicating heavy

T
2024-02-15

T T T
2024-03-01 2024-03-15 2024-04-01

Date

Fig. 1 Actual vs LSTM vs LSTM-Transformer (lookback = 60 days) (Picture credit: Original)

outliers. This phenomenon also appears in Fig. 4. This
deviance usually corresponds to significant one-day price
fluctuations that are usually news-related, such as earn-
ings releases, changes in guidance, regulatory or macro
announcements, and product news.

For Fig. 4, most residuals cluster around zero without long
drifts, so the model adheres well to sustained trends but is
challenged by rare, large moves.

Price residuals histogram (u=0.348, 0=2.325)

0.35 4

0.30 1

0.251

0.20 1

Density

0.15 A

0.10 A

0.05 4

0.00 f

-5.0

0.0
Residual

2.5

5.0

Fig. 2 Price Residuals histogram (p =0.348,0 =2.325) (Picture credit: Original)
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QQ-plot of price residuals (vs Normal)
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Ordered Values
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Fig. 3 QQ-Plot of Price Residuals (Picture credit: Original)

Price residuals over time (Actual - Predicted)

Residual
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T T T
2024-01-01 2024-01-15 2024-02-01

T
2024-02-15
Date

T T T
2024-03-01 2024-03-15 2024-04-01

Fig. 4 Price Residuals Over Time (Picture credit: Original)

4. Discussion

Using identical splits, window lengths, and evaluation
protocols, the LSTM-Transformer hybrid model consis-
tently outperforms the baseline LSTM in terms of both
price errors and directional measures. Also, multivariate
technical factors supply momentum and volatility context
that a univariate baseline lacks. In the overlaid plots, the
hybrid model tracks trend accelerations and slowdowns
more closely, while the baseline tends to lag and under-
shoot around turning points. Compared with yesterday’s
Price, the hybrid model also shows better adherence in

regime changes, indicating that attention helps reweight
distant yet informative lags rather than merely smoothing
noise.

Diagnostics figures clarify where performance is won and
where it remains vulnerable. And the diagnostics figure
shows residuals centred near zero without long drifts. It
suggests there is no systematic bias within the test win-
dow. However, the histogram and QQ-plot reveal heavy
tails, and the residual time series shows spikes around
dates adjacent to earnings. It shows that the hybrid model
is conservative in the event of sharp increases and may
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overshoot during pullbacks, which is consistent with the
use of daily stock data without the modelling of explicit
news or earnings.

The hybrid model balances local sequencing and long-
range dependence, leverages multivariate technical
context, and improves trend tracking and turning-point
responsiveness under a unified, fair comparison. Future
work can be promoted in some ways. Firstly, to boost the
model‘s performance, it could incorporate exogenous sig-
nals, such as earnings windows, event windows, and gap
strength. After that, it could be applied to volatility nor-
malization and quantile or heavy-tail losses for more ro-
bust tails and interval forecasts. Last but not least, it could
be scaled up to include more tickers and longer samples,
and feature attribution could be added for interpretability
and stress testing.

5. Conclusion

In this research, the LSTM baseline model was com-
pared to a hybrid LSTM-Transformer model in the task
of forecasting the NVIDIA Stock Price. These two mod-
els maintained data splits, lookback preprocessing, and
evaluation unchanged and avoided data leakage. And the
hybrid model had complementary roles in predicting the
NVIDIA Stock Price compared to the baseline model.
Firstly, LSTM extracts short horizon order and denoises
the sequence. The Transformer encoder aggregates long-
range cues through self-attention. Across the same test
window, the hybrid delivered lower price errors and stron-
ger directional performance. The overlaid curves demon-
strate more precise tracking during trend accelerations and
decelerations. These improvements suggest that attention
enhances the signal beyond smoothing and assists in the
reweighting of distant yet informative lags. So the hybrid
LSTM-Transformer model has a better performance in
predicting stock prices.

In reality, the results lead to the fact that the sequential hy-
brid mode works very well under only end-of-day infor-
mation. In terms of methodology, the work focuses on fair
baselines, tight data alignment, and knowledge return to
price reduction. Future work also includes probability pre-
diction, decision use, and volatility, which can be modeled
explicitly. Adding prior intraday returns or a range-based
estimate of the realised volatility model, like parkinson or
Garman-Klass. And then scale targets and features by per-
forming a dynamic rolling of variance or ATR. To address
this objective, training can be performed as either quantile
loss or pinball loss, and learn systems with calibrated in-

tervals. By using these loss terms, the multi-horizon pre-
diction can be modeled to predict multiple steps. Lastly,
add regime detectors to update hyperparameters as market
state changes. Report statistical significance with the Die-
bold-Mariano test, report trading realism with slippage,
and cost awareness backtests.
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