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Research and Implementation of Network
Traffic Prediction Algorithm Based on

Informer

Abstract:

Feiyang Xiao As next-generation mobile networks like 5G and 6G

proliferate and internet connectivity becomes more
s e Gt gccessible, network traffic prediction plays a crucigl r.ole
e, Wi Uty of in network management. Excellent traffic p.redlctlon
Technology, Wuhan, 430070, China fesults can enhance net\york rn.apagg,ment efﬁmency gnd
improve network bandwidth utilization, making efficient
traffic prediction essential. Traditional models primarily
focus on the temporal characteristics of network traffic
while neglecting its spatial characteristics, resulting in
poor accuracy and stability in traffic prediction. However,
the development of deep learning has provided new
solutions for predicting network traffic. This paper
conducts an in-depth study of the Transformer time
series algorithm, identifies its shortcomings in network
traffic data prediction, and introduces the ProbSparse
self-attention mechanism into the model. Based on this,
network traffic prediction algorithms can be implemented
using Informer. This study utilizes network traffic usage
data from the University of Massachusetts Amherst and its
Ambherst campus. Four sets of experiments were conducted
under different prediction step conditions to compare the
prediction results with real traffic data across four metrics:
MAP, RMSE, MAPE, and R?, thereby evaluating whether
the Informer model can maintain prediction accuracy over
extended periods.
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1. Introduction of the 21st century’s fastest-growing sectors is the
Internet [2], and global networks have become an
indispensable part of human society. With the devel-
opment of smart devices, everyone can now easily
technologies [1]. Among these technologies, one  communicate globally via the Internet. According to

The onset of the information age has accelerated
computer development, network, and communication



statistics, as of now, the number of Internet users world-
wide has exceeded billions, demonstrating that the Inter-
net is developing at an increasingly rapid pace, with an
ever-growing number of people joining its user base [3].
In order to overcome Transformers’ shortcomings in
long-sequence time series prediction tasks, Zhou and col-
leagues introduced the Informer neural network model
[4]. In addition to offering a novel embedding technique
that combines time, position, and data information, Long-
range dependencies in long-sequence time series are
effectively captured by the model through the use of the
ProbSparse self-attention mechanism. With the goal to
enhance the ability to record long-range dependency data,
Jacek et al. [5] created an artificial neural network model
using a sparse self-attention mechanism that was based
on Informer. This paper aims to study and implement a
network traffic prediction algorithm based on the Informer
model to achieve accurate predictions of network traffic
using this model.

2. Related work

2.1 Informer Model

The essence of the Informer model is the attention mech-
anism combined with the Transformer model [6]. The
Informer model’s main concept is to use the self-attention
mechanism to examine the input sequence in order to
identify long-term dependencies in it, and then utilize the
Transformer’s encoder-decoder structure for prediction.

The three most important components of the Informer
model are: the Encoder module, the Decoder module, and
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the Output module. The Encoder module has a relative-
ly simple structure, with each layer in the module being
identical. Each layer includes an attention mechanism
and a convolutional layer [7]. As previously mentioned,
Long-range dependencies in the data are captured by the
attention mechanism. Global features are successfully
extracted from the data by this method. Local features are
captured by the convolutional layer, and when the two are
combined, the model can simultaneously collect global
and local characteristics, greatly enhancing its prediction
ability.

Additionally, the decoder is made up of several identi-
cal layers, each of which has a convolutional layer and
a self-attention mechanism [8]. In order to produce an
output sequence based on the encoder’s hidden represen-
tation, the decoder must efficiently use the encoder’s data
in order to produce precise predictions. To this end, the
decoder introduces an attention mechanism called “En-
coder-DecoderAttention” at each position to perform a
weighted combination of the encoder’s hidden representa-
tion.

3. Methodology

As shown in Fig. 1, the output layer is used to convert
the decoder’s output into the final prediction result. Typi-
cally, the output layer includes a fully connected layer to
map the decoder’s hidden representation to the prediction
target space, followed by an activation function (such as
a linear function or softmax function) to obtain the final
prediction result [9].
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Fig. 1 Informer overall architecture diagram

3.1 Data and Evaluation Indicators

The dataset used in this experiment was collected between
07:00 on July 6, 2015, and 13:55 on July 28, 2015, from

the University of Massachusetts in Massachusetts, USA
(denoted as mes).
Mean Absolute Error (MAE), Root Mean Square Error
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(RMSE), Mean Absolute Percentage Error (MAPE), and
Coefficient of Determination (R2) are the four metrics
most frequently used to assess model performance in ex-
periments.

MAE: The average of the absolute values of the devia-
tions between the arithmetic mean and each individual
observation is known as the mean absolute error.

RMSE= 13" (5,- )’ (1)

In this formula y, represents the actual network traffic

value; p, represents the predicted network traffic value;

and n represents the number of prediction data points.
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In this formula, projected value is denoted by ,, the actu-
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al value by y,, and the quantity of data utilized for evalua-

The implementation process of the algorithm consists of
data loading and time processing. In this procedure, the
number of model training iterations and the length of the
input and output data are predetermined. Before being
separated into training, validation, and test sets, the data
is first read and standardized. Then, the model parameters
are adjusted, followed by model training, result saving,
and output [10].

4. Results

In this experiment, mes network traffic data was selected
as experimental data. Under this traffic flow variation sce-
nario, the information model’s prediction performance is
examined for various prediction steps.

At various forecast lead periods, the informer model’s pre-
dictive ability was examined for this traffic data. The input
data lead time was set to 48, traffic data from 48 historical
time points, while the output lead times were divided into

tionby 7. 1, 12, 24, and 48, predicting traffic results for the next
n . 1, 12, 24, and 48 time points. The prediction results are
z fi= 1) shown in the Fig. 2.
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Fig. 2 Predicted results for step lengths of 1, 12, 24, and 48

The aforementioned graphic illustrates how the red and
blue curves significantly overlap when single-step fore-
casting is used with a step size of 1. When predicting with

a step size of 12, the red and blue curves also overlap
to a quite high extent. But the forecasting error is larger
compared to the case with a step size of 1. In the case of a



step size of 24, the blue curve and the red curve show sig-
nificant discrepancies in many areas, resulting in a further
decrease in prediction accuracy. In the case of a step size
of 48, the blue curve and the red curve show numerous

Dean&Francis

FEIYANG XIAO

discrepancies in many areas. Based on the above four pre-
dictions, it can be inferred that as the prediction step size
increases, the error becomes larger, and the corresponding
accuracy decreases.

Table 1. Comparison of error rates of the Informer model on the mes dataset

Dataset Inputlength | Prediction stride MAE RMSE MAPE R?

mes 48 1 2.41E+08 3.51E+08 7.545542 0.970786
48 12 2.75E+08 3.93E+08 8.412892 0.963464
48 24 3.93E+08 5.11E+09 11.87896 0.938362
48 48 5.18E+08 7.04E+08 18.54684 0.883555

As shown in the Table 1, the longer the predicted step
length, the corresponding MAE and RMSE average ab-
solute percentage error all increase accordingly, so the
coefficient of determination R? (accuracy) gradually de-
creases. It can be concluded that, under the condition of
unchanged input length, when the prediction step size is 1,
the accuracy is very high and is basically consistent with
the actual results. Correspondingly, the longer the input
step size, the lower the accuracy [11].

5. Conclusion

In this paper, a network traffic prediction algorithm was
implemented and investigated using the Informer model.
By analyzing and modeling network traffic data, we can
gain a deeper understanding of network traffic behavior
and use deep learning technology to achieve accurate traf-
fic predictions. Throughout the research process, we went
through many steps, including data preparation, model
construction, training and validation, and result evalua-
tion, and achieved significant progress and results.

First, we conducted a detailed analysis and preprocessing
of the network traffic data. We extracted key features from
the data and performed preprocessing operations such as
data normalization and sequence length adjustment to en-
sure data quality and applicability. This laid a solid foun-
dation for subsequent model training and prediction.
Second, we selected the Informer model as the base model
for network traffic prediction. The Informer model pos-
sesses strong time series modeling capabilities, effective-
ly capturing spatio-temporal relationships and dynamic
changes in the data. We adjusted the model parameters
and hyperparameters based on actual conditions to maxi-
mize the model’s performance and generalization capabil-
ities.

During the model training and validation phase, we con-
ducted rigorous experiments to ensure the model’s robust-
ness and reliability. Through multiple iterations of training
on the training and validation sets and fine-tuning based

on the validation set’s performance metrics, we gradu-
ally improved the model’s predictive performance and
achieved satisfactory results.

Finally, after model training was completed, we conducted
a comprehensive evaluation and testing of the model. The
model’s predictive performance was thoroughly analyzed
and compared using a number of widely used assessment
criteria, including RMSE and MAE. The experimental
results denote that the network traffic prediction algo-
rithm based on the Informer model achieved satisfactory
predictive performance to a certain extent, demonstrating
significant advantages and improvements compared to tra-
ditional methods.

In summary, this study has achieved certain results in the
implementation of a network traffic prediction algorithm
based on the Informer model, providing useful references
and insights for future related research and practice. How-
ever, we are also aware that there are still some challenges
and room for improvement in practical applications, such
as further optimizing the model structure, improving data
preprocessing methods, and enhancing the model’s gener-
alization capabilities.
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