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Abstract:

Impact on their decision-making process. Applying
machine learning techniques to futures price forecasting
can assist investors in making more rational investment
decisions. Based on this, this paper selects the trading
data of the “CSI 300 Futures” from 9:31:00 on January 3,
2017, to 15:00:00 on December 31, 2021, as a sample, and
uses the Transformer model, Prophet model, and XGBoost
model to predict and analyze its stock price trends. The
final evaluation results show that the XGBoost model
performs best in terms of prediction accuracy, while the
Transformer model shows greater potential.
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1.Introduction

With the acceleration of globalization and the rapid
advancement of information technology, financial
markets have become increasingly complex and in-
terconnected. As a key component of the financial
system, stock market price fluctuations are influenced
by a variety of factors, including the macroeconomic
environment, changes in policies and regulations,
the financial health of companies, and investor sen-
timent[6]. Traditional financial theory, based on the
efficient market hypothesis, posits that stock prices
reflect all available information, making future stock
price trends difficult to predict. However, behavioral
finance research indicates that due to irrational inves-
tor behavior and information asymmetry, stock prices
may overreact or underreact to new information, thus
offering potential for prediction[5].

Despite these advancements, existing research still

faces numerous challenges. On one hand, traditional
statistical models like ARIMA can effectively cap-
ture the characteristics of linear time series, but they
are less effective in handling high-dimensional and
nonlinear market data. On the other hand, while early
machine learning methods have improved prediction
accuracy, they often overlook the time-dependent
and long-term memory characteristics of time series
data[7]. Furthermore, although deep learning models
such as LSTM excel at processing sequence data,
optimizing these models to adapt to the dynamic
changes in specific markets remains a significant
challenge[6].

Given the aforementioned background and challeng-
es, this study focuses on the CSI 300 Futures as the
research subject. Using approximately 29,000 histor-
ical trading data points, it explores the performance

of three advanced machine learning models—Trans-
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former, Prophet, and XGBoost—in stock price prediction.
Specifically, we evaluate the performance of each model
by calculating the coefficient of determination (R?), mean
absolute error (MAE), and mean squared error (MSE),
and compare their applicability in various scenarios. This
study aims to validate the practical utility of modern ma-
chine learning technologies in the financial sector, provide
investors with a more scientific basis for investment de-
cisions, and advance the academic research on modeling
methods for complex financial markets [8].

The data set used in this study is large in scale and covers
market activities over a long period of time, which helps
to improve the quality and generalization ability of model
training. By comparing the results of the three models,
we can more clearly understand their advantages and lim-
itations, so as to choose the most appropriate solution for

practical application.

2. literature review

In recent years, as big data technology and machine learn-
ing methods have matured, financial market predictions
have shifted from traditional statistical models to more
efficient intelligent algorithms. To address the complex
characteristics of market nonlinearity and dynamic chang-
es in stock and futures prices, researchers have developed
various models. The Transformer, Prophet, and XGBoost
models used in this paper are among the most prominent
methods in this field that have gained significant attention
in recent years.

The Transformer model, initially proposed by Vaswani
et al., is based on the self-attention mechanism, which
uniquely excels in capturing long-range dependencies [1].
Despite its significant achievements in natural language
processing and other fields, the model’s reliance on large-
scale data and high computational complexity pose chal-
lenges in financial time series prediction. Additionally,
when dealing with high-frequency market fluctuations,
the Transformer faces challenges in parameter tuning and
model stability.

The Prophet model, developed by Taylor and Letham, is
designed to provide a user-friendly and automated time
series prediction tool for business applications [2]. It con-

structs a prediction framework by decomposing trends,

seasonality, and special events (such as holiday effects),
offering robustness and low tuning costs. However, the
decomposition-based design limits Prophet’s ability to
capture sudden nonlinear fluctuations in financial markets,
making it challenging to fully capture complex market dy-
namics.

The XGBoost model, an efficient gradient boosting tree
method introduced by Chen and Guestrin, excels in min-
ing nonlinear features and handling large-scale data [3].
In financial prediction tasks, XGBoost can effectively
capture the complex relationships among multidimen-
sional features through ensemble learning. However, its
description of the inherent time dependence in time series
data is relatively weak, which has led some researchers to
integrate it with other time series models to compensate
for the limitations of a single model [4].

Although existing literature has explored the applica-
tion of Transformer, Prophet, and XGBoost in financial
forecasting, comparative studies of multiple models on
specific datasets, such as the CSI 300 futures data, remain
scarce. This paper aims to systematically compare these
three models using actual CSI 300 futures trading data,
explore their respective strengths and limitations, and
propose potential model integration strategies to provide
more precise technical support for short-term price predic-

tion in the futures market.

3. Model introduction

3.1 Transformer model

The Transformer model was originally proposed by Vas-
wani et al., whose core lies in the self-attention mecha-
nism, which can effectively capture the global dependence
relationship between different positions in the sequence,
so as to make up for the deficiency of traditional cyclic
models in long sequence processing [1].

For the input sequence X, the query (Q), key (K) and val-
ue (V) matrices are generated through linear transforma-

tion. The basic attention calculation formula is as follows:

T
Attention ( 0.,K, V) = softmax [ oK ] V

Ja;

Among them, di represents the dimension of the key vec-



tor. In the multi-head attention mechanism, each attention
head calculates the above expression separately, and then
concatenates the outputs of each head and obtains the final
result through linear mapping:

MultiHead(Q, K, V) = Concat(head:, heada, ..
Wo

Among them,

head; = Attention (QW.Q, KW, VW,V)

W&, Wik and W,V are their respective weight matrices,

., head_h)

and W is the output transformation matrix.

In this study, we use the Transformer model for futures
price prediction. By constructing historical trading data as
sequence input and using multi-layer encoder structure to
capture long-term trends and short-term fluctuations in the
data, we can achieve high-precision prediction of future

prices.

3.2 Prophet model
The Prophet model, proposed by Taylor and Letham, is a

time series prediction method based on additive decom-
position [2]. This method assumes that the time series can
be decomposed into four parts: trend, seasonality, holiday
effect and random error, whose mathematical expression

is as follows:

y(t)=g(t)+s(t)+h(t)+e(1)
Among them, g(t) describes the trend component, which
is usually adopted as a piecewise linear or logarithmic
growth function; s(t) represents the seasonal variation,
which is a periodic function, and its modeling method is
often based on Fourier coefficients:

N
s(t)=> la,cos(2znt | P)+b,sin(27nt | P)]

n=l1

H (t) captures the impact of holidays or special events on
the data, and ¢ (t) is the noise term.

The Prophet model is simple to design and relatively
easy to optimize, making it highly practical for business
forecasting. This paper uses this model to model cyclical
changes and sudden events in the CSI 300 futures data.
However, its additive assumption may limit the depiction

of complex nonlinear relationships to some extent.

3.3 XGBoost model

The XGBoost (extreme gradient boosting) model is an
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ensemble learning algorithm based on gradient boosting
decision trees, proposed by Chen and Guestrin [3]. The
model fits the data residuals by iteratively building a se-
ries of regression trees, gradually improving the overall

prediction performance. Its basic prediction formula is:

K
j/i:z/’k(xi), freF
=

Among them, represents the function space composed
of all possible regression trees. The objective function of
XGBoost consists of loss terms and regularization terms:
n K
Obj =2 1(7,.3,)+ > ()
i=1 k=1
The regularization term Q(f) is used to control the com-

plexity of the model. Its expression is:

1
Q(f):;/T+El||W||2

Among them, T is the number of leaves of the tree, w is
the weight of leaf nodes, and y and A are regularization pa-
rameters. XGBoost uses second-order Taylor expansion to
approximate the solution of the objective function, which
effectively improves the optimization efficiency and gen-
eralization ability of the model.

In this study, XGBoost model was applied to the futures
price prediction task. By capturing the complex nonlinear
relationship between input features, it realized high-pre-
cision fitting of price fluctuations. Its excellent feature
extraction and anti-overfitting ability made it perform well

in financial time series prediction.

4. Empirical analysis

4.1 data sources

In financial time series prediction, data quality and sample
size are crucial for model performance. To ensure the re-
liability and generalization of our predictions, we selected
historical trading data from the CSI 300 Futures as our
research subject. The data spans from January 3, 2017, at
9:31:00 to December 31,2021, at 15:00:00, comprising
approximately 29,000 transaction records that include key
indicators such as opening price, closing price, highest
price, lowest price, and trading volume. To reduce noise
and enable different models to more effectively learn

market trends, we normalized the data and used a sliding
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window method to construct time series samples.

In terms of data partitioning, the dataset is divided into
an 80% training set and a 20% test set to ensure that the
model can learn from a sufficient amount of data while
avoiding overfitting. All data undergoes rigorous cleaning
and preprocessing to ensure the accuracy and stability of
the analysis [3]. This study uses CSI 300 futures data and
employs three machine learning models—Transformer,
Prophet, and XGBoost—to conduct comparative experi-
ments, exploring the performance of different models in

financial time series prediction.

4.2 Transformer model training and results

(1) data preprocessing

During the training of the Transformer model, a sliding
window method is used to construct time series samples.
For each input sequence, we select 64 time steps (se-
quence_length=64), meaning the data from the first 64
time points are used to predict future prices. All data is
normalized using the MinMaxScaler to enhance the mod-
el’s stability and convergence speed.

(2) Model architecture

The Transformer model consists of an input layer, a Trans-
former encoder layer, a multi-head self-attention mecha-
nism and a fully connected output layer. Its structure is as
follows:

Input layer: The data is transformed linearly to map it to
the feature space of dimension d_model=128.
Transformer encoder: It contains three layers of Trans-
former encoder with each layer consisting of a multi-head
attention layer and a feedforward neural network.

Output layer: The full connection layer is used for price
prediction.

(3) Model training and optimization

The model training uses Adam optimizer (learning_
rate=0.001) and MSE as the loss function. Meanwhile, we
adopt the Early Stopping mechanism to stop the training

when the verification loss does not decrease for 5 consec-

utive times to prevent overfitting.

(4) Prediction results and model evaluation

After 10 epochs of training, the final test set prediction
results of the Transformer model are as follows:

MSE = 0.00048

MAE = 0.01947

R2=10.9799

4.3 Prophet model training and results

(1) data preprocessing

The Prophet model requires that the time series data have
a timestamp (datetime) as the primary key, so we convert
the data set to the format suitable for Prophet:

DS (time column)

Y (target variable, i.e. closing price)

At the same time, we use StandardScaler to avoid the in-
fluence of numerical scale on model fitting.

(2) Prediction results and model evaluation

After training, the Prophet model’s prediction perfor-
mance on the test set is as follows:

MSE = 0.00231

MAE = 0.03285

R2=0.8912

4.4 XGBoost model training and results

(1) data preprocessing

XGBoost needs to convert the data into a feature matrix
(X) and target variable (y), so we construct the following
features:

Moving average (MA) of closing price, Volatility (Volatil-
ity), KDJ index, RSI index, volume, etc.

All features are normalized by MinMaxScaler.

(2) Prediction results and model evaluation

XGBoost performance on the test set:

MSE = 0.00032

MAE =0.01521

R?=0.9845

Table 1 Comparison of model prediction results

model MSE MAE R’
Transformer 0.00048 0.01947 0.9799
Prophet 0.00231 0.03285 0.8912
XGBoost 0.00032 0.01521 0.9845




Based on the results in Table 1

This paper uses data from the CSI 300 futures to predict
futures price trends using three machine learning models:
Transformer, Prophet, and XGBoost. By comparing the
prediction performance of these models, we found that
the XGBoost model outperforms the others, excelling in
all evaluation metrics (Mean Squared Error (MSE), Mean
Absolute Error (MAE), and R?).
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